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Figure 1. Our self-contained projection smartwatch (A) provides rectified graphics with touch input on the skin (B). We use a slide-

to-unlock mechanism to reject inadvertent touches and provide a rapid projection calibration (C) before apps can be used (D). 

 
ABSTRACT 
Compact, worn computers with projected, on-skin touch 
interfaces have been a long-standing yet elusive goal, large-
ly written off as science fiction. Such devices offer the po-
tential to mitigate the significant human input/output bot-
tleneck inherent in worn devices with small screens. In this 
work, we present the first, fully-functional and self-
contained projection smartwatch implementation, contain-
ing the requisite compute, power, projection and touch-
sensing capabilities. Our watch offers roughly 40 cm2 of 
interactive surface area – more than five times that of a typ-
ical smartwatch display. We demonstrate continuous 2D 
finger tracking with interactive, rectified graphics, trans-
forming the arm into a touchscreen. We discuss our hard-
ware and software implementation, as well as evaluation 
results regarding touch accuracy and projection visibility. 
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INTRODUCTION 
Appropriating the human body as an interactive surface is 
attractive for many reasons. Foremost, skin provides a natu-
ral and immediate surface for dynamic, digital projection. 
Although it introduces some color and physical distortion, 
the resolution, framerate and overall quality can be high 
[14, 16, 30, 49]. More importantly, it offers considerable 
surface area for interactive tasks – many times that of e.g., a 
smartwatch display. With today’s smartwatches containing 
multi-core, multi-gigahertz CPUs, one could argue their 
small touchscreens are the chief bottleneck to unlocking 
richer and more useful applications. Indeed, several widely 
publicized, conceptual on-skin projection watches have 
been proposed, most notably Cicret [6] and Ritot [37].  

A second benefit is that our bodies are always with us, and 
are often immediately available [39, 45]. This stands in con-
trast to conventional mobile devices, which typically reside 
in pockets or bags, and must be retrieved to access even 
basic functionality [2, 17, 38]. This generally demands a 
high level of attention, both cognitively and visually, and 
can be socially disruptive. Further, physically retrieving a 
device incurs a non-trivial time cost, and can constitute a 
significant fraction of a simple operation’s total time [1].  

Lastly, as the colloquialism “like the back of your hand” 
suggests, we are intimately familiar with our own bodies. 
Though proprioception, we can easily navigate a finger to 
our palm, even with our eyes closed. We have finely tuned 
muscle memory and hand-eye coordination, providing a 
high level of input performance, for both absolute touch 
location and relative gesturing – powerful interaction mo-
dalities that worn systems can leverage.  

However, despite these significant benefits, building practi-
cal, worn projection systems has remained elusive. In order 
to achieve sufficient projection brightness, sensing robust-
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ness and compute power, past on-body systems have em-
ployed full-sized components (e.g., USB depth cameras 
[14, 43], portable projectors [30, 49]). The resulting size of 
these systems mean that they must be worn on the upper 
arm or shoulder, and most often tethered for compute and 
power [14, 16, 29, 30, 49].  

We present LumiWatch, a custom, tightly integrated and 
fully self-contained on-skin projection wristwatch. It incor-
porates a 15-lumen scanned-laser projector, a ten-element 
time-of-flight depth-sensing array, quad-core CPU running 
Android 5.1, and battery good for one hour of continuous 
projector operation (or one day of occasional use). Our pro-
totype measures 50×41×17 mm, nominally larger than the 
production 42 mm Apple Watch Series 3 (43×36×11 mm). 
With our watch, we demonstrate continuous 2D finger 
touch tracking on the skin with coordinated interactive 
graphics. Owing to the shallow angle of projection, our 
graphics pipeline must rectify interfaces to the complex, 
non-planar geometry of the arm. 

Our hardware and software, taken together, transform the 
arm into a coarse touchscreen, offering roughly 40 cm2 of 
interactive surface area, more than five times that of a typi-
cal smartwatch. This interactive area supports common 
touchscreen operations, such as tapping and swiping, allow-
ing it to offer similar interactions to that of a (single-touch) 
smartphone. Although obstacles remain for practical adop-
tion, we believe our work demonstrates the first functional 
projection smartwatch system and constitutes a significant 
advance in the state of the art.  

RELATED WORK 
The primary goal of on-body interfaces is to provide “al-
ways-available input”, where a user does not need to carry 
or pick up a device [39, 45]. To support this class of inter-
actions, numerous approaches have been considered. The 
most straightforward is to take conventional physical com-
puting elements and place them on the body; iconic exam-
ples include a one-handed keyboard [26] and a wrist-bound 
touchpad [46]. Integrating input capabilities into clothing 
has also been the subject of considerable research [28, 36]. 

More related to our present work are techniques that at-
tempt skin-based touch tracking from an arm-worn weara-
ble. We also discuss a much smaller body of work looking 
at on-body projection, including a few systems that 
achieved both input and output on the body.  

On-Skin Touch Input 
Given that the surface area of one hand exceeds that of a 
typical smartphone screen, and humans have roughly 
1-2 m2 of skin surface area in total, it is unsurprising that 
researchers have tried to appropriate it for digital input. A 
wide variety of sensing approaches have been considered, 
which we briefly review. 

Optical approaches are most common. For example, Sen-
Skin [33] and SkinWatch [34] both used infrared proximity 
sensors to detect skin deformations resulting from touch 

inputs. More similar to our system, Lim et al. [24] used a 
pair of infrared emitters and a photodiode array attached to 
the side of a watch to track a 2D finger location, while 
SideSight [5] used an array of proximity sensors to sense 
finger position around a phone. Researchers have also in-
vestigated worn cameras for touch tracking, including arm 
[43] and shoulder [7, 13] vantage points. 

Acoustic methods are also powerful. SonarWatch [23] and 
PUB [25] both used ultrasonic sonar to measure distance to 
a finger interacting on an arm’s surface, providing 1D touch 
tracking. It is also possible to instrument the finger with an 
active signal source, as seen in The Sound of Touch [31]. 
There are also passive techniques, such as TapSkin [50] and 
ViBand [22], which rely on bioacoustic propagation of vi-
brations resulting from taps to the skin. 

There has also been some work in RF and capacitive sens-
ing, for instance, Touché [41] used a wrist-worn, swept 
frequency capacitive sensor to detect gestural interactions 
between a wearer’ two hands. The instrumented smartwatch 
seen in AuraSense [52] used projected electric fields to en-
able close-range buttons and sliders on the skin. By using 
an active ring, Skintrack [51] enabled continuous 2D finger 
tracking on the skin through RF triangulation. Finally, the 
skin itself can be instrumented, sidestepping many remote 
sensing issues. DuoSkin [18], iSkin [47] and Kramer et al. 
[20] have all demonstrated flexible, skin-compatible over-
lays supporting capacitive touch sensing. 

On-Skin Projected Interfaces 
Unsurprisingly, the art community was among the first to 
embrace the fusion of projected media and the human form. 
Examples include the opening sequence to Guy Hamilton's 
“Goldfinger” (1964) and Peter Greenway’s “The Pillow 
Book” (1996), both of which projected imagery onto actors’ 
bodies for dramatic effect. More recently, an interactive 
installation by Sugrue [44] allowed visitors to touch a 
screen containing virtual “bugs” that would move out onto 
people’s hand and arms via overhead projection. Barnett [3] 
provides a survey of many of these artistic efforts.  

Owing to the size, weight and power consumption of com-
puters and projectors, it is most common to find on-body 
projection systems installed in the environment. For exam-
ple, TenoriPop [32] rendered interactive graphics onto the 
hands of shoppers using a ceiling mounted projector/camera 
rig. Similar overhead setups have also been considered for 
medical uses, where e.g., anatomy can be overlaid onto 
bodies for surgical assistance [11] and education [8, 35]. In 
the HCI literature, LightSpace [48], LightGuide [42] and 
Armura [15] all used overhead setups to enable a variety of 
on-body projected interactions. 

Rarest are worn systems that attempt both input and graph-
ical output on the body. This is a nascent, but growing liter-
ature, often referred to as “on-body interfaces”. Early sys-
tems include Sakata et al. [40], which describes a “palm 
top” projection system using fiducial markers worn on the 



wrist to provide 6DOF position tracking of a wearer’s hand. 
Similarly, SixthSense [30] tracked color markers worn on 
the fingers with a neck-worn camera to detect finger input; 
an integrated pico-projector could render interfaces onto the 
body or environment. 

Other work has aimed to avoid instrumenting users with 
markers. For example, Skinput [16] – worn on the upper 
arm – relied on bioacoustic signals resulting from touches 
to the skin. Continuous finger tracking was not possible, so 
projected interfaces were built around pre-learned touch 
locations. Using computer vision, PALMbit [49] could 
track finger-to-finger touches without markers, enabling a 
projected interface on the palm. Finally, OmniTouch [14] 
used a shoulder-worn computer vision system to track free-
form multitouch finger inputs on the body and environment.  

Of note, none of the above systems attempted touch track-
ing and projection in a smartwatch-like device, as the small 
size requirement, shallow-angle projection, and oblique 
sensing viewpoint all pose significant challenges. The clos-
est system to this desired form factor is [21], which used 
fixed-icon (i.e., rendered to film) laser projections coupled 
with IR proximity sensors to detect clicks to “skin buttons”.  

LUMIWATCH HARDWARE 
Our custom smartwatch hardware consists of five primary 
components, seen in Figure 2: a logic board, projector, 
depth-sensing array, metal enclosure and battery. It is fully 
self-contained and capable of independent operation (i.e., 
no tether to a smartphone or computer). We estimate imme-
diate retail cost would be around $600. 

Logic Board 
Our smartwatch logic board (Figure 2, bottom left) was 
designed around a Qualcomm APQ8026 system-on-chip, 
which integrates a 1.2 GHz quad-core CPU, 450 MHz 
GPU, and Bluetooth 4.0 and WiFi controller. We also add-
ed 768 MB of RAM, 4 GB of flash memory, inertial meas-
urement unit (IMU) and ambient light sensor. The compo-
nent placement on the logic board was optimized to reduce 
thermal interference from our projector. Our smartwatch 
runs Android 5.1, with smartwatch-specific applications. 

Projector  
We designed and manufactured a custom 15-lumen pico-
projector module for our smartwatch. The projector uses 
three lasers (red, green and blue) with a pair of MEMS mir-
rors operating in a raster-scan mode (i.e., a scanned laser 
design [19]). This emits a 1024×600 image at 60 Hz across 
a 39º×22.5º field of view (Figure 3). Our projector module 
measures 25.8×16.6×5.2 mm (Figure 2, bottom-right), and 
consumes up to 2.7 W of power displaying a maximum-
brightness, full-white image. With scanned-laser designs, 
power usage varies by content, e.g., black imagery requires 
almost no power. The projector module is paired with cus-
tom drive electronics that controls the lasers and mirrors, 
while exposing a standardized display interface to the An-
droid firmware. 

Depth-Sensing Array 
To capture touch input on the projected area, we designed a 
compact 1D depth-sensing array (7×38×3 mm), consisting 
of ten STMicro VL6180X time-of-flight sensors (Figure 2, 
bottom-right). Each individual sensor determines the dis-
tance to the nearest object within a 25º cone by emitting 
pulsed infrared light and timing the returned reflection. 
These sensors are connected to a dedicated microcontroller 
(NXP MK20DX256) over I2C, which triggers measure-
ments in round-robin fashion to avoid infrared collisions. 
Capturing all ten measurements takes ~36ms, resulting in a 
touch tracking frame rate of 27.5 Hz. 

Battery & Shell 
The smartwatch electronics are contained in an aluminum 
shell (Figure 2, top-left), which assists in dissipating heat 
generated by the projector and logic board. The entire 
smartwatch prototype (logic board, projector, and depth 
sensor) is powered from a 740 mAh, 3.8 V (2.8 Wh) lithi-

Figure 3. Top and side view of LumiWatch, with illustra-
tion of projector’s field of view. Top: tangential field of 
view. Bottom: axial field of view.  

Figure 2. Main hardware components of LumiWatch. 
Clockwise from top-left: heat-dissipating aluminum shell; 
battery; projector module and driver; 1D sensor array; 
and logic board. 



um-ion battery (Figure 2, top-right), making it fully self-
contained. The battery sits below the projector, close to the 
skin. Combined with the thickness of the enclosure, this 
causes the center of the projector aperture to sit approxi-
mately 13 mm above the surface of the skin, providing a 
slightly higher vantage point for projection. Under average 
use conditions, we obtain over one hour of continuous pro-
jection (with CPU, GPU, WiFi, and Bluetooth all active). In 
more typical smartwatch usage, where the projection would 
only be active intermittently, we expect our battery to last 
roughly one day.  

TOUCH TRACKING 
We use our 1D depth-sensing array to track fingers on or 
very near to the surface of the arm. The conical fields of 
view of each individual time-of-flight sensor overlap signif-
icantly, so that a single finger will always appear in several 
sensors simultaneously (Figure 4). However, the finger will 
always be closest to the sensor most directly inline with the 
sensing axis, allowing us to infer a finger’s tangential y 
position on the arm (in addition to the axial x position along 
the arm provided by the distance measurement itself). Thus, 
our 1D depth-sensing array gives us the ability to track the 
2D position of a finger on the arm. 

Our finger-tracking algorithm works in stages. First, the 
incoming sensor values are smoothed with an exponential-
ly-weighted moving average (EWMA) filter to reduce noise 
and jitter (Figure 4 top, red dots). Next, sensors with invalid 
measurements or distances > 150 mm are removed from 
consideration. If there are at least two sensors remaining, 
the algorithm detects a finger. It uses the minimum distance 
measurement among all sensors as the raw x position of the 
touch point. Then, to find the y position, it computes a 
weighted average of the reported sensor positions: 
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where d is a tuning parameter that mitigates noise (set to 
5 mm in our implementation) and s is the pitch between 
sensors (here, s = 3.78 mm). This average heavily weights 
xi values near the minimum x, thus effectively allowing it to 
average between multiple noisy minima while ignoring 
values far from the minimum. Finally, the x and y values 
are smoothed with an EWMA filter and reported to running 
applications. 

On top of the basic x and y finger position, we detect single 
finger taps and swipes, to enable richer application input. 
Both detection mechanisms operate on finger strokes, 
which consist of the entire trace of a finger’s position from 
initial detection to disappearance. A short finger stroke (to-
tal distance travelled less than 20 mm) is inferred as a fin-
ger tap, while long finger strokes are considered swipes. 
The position of a finger tap is taken as the point of mini-
mum velocity during a short stroke. The swipe orientation 
(horizontal or vertical) is determined by comparing the total 
x and y travel distances across the long stroke; a stroke that 
travels at least 3 times further in the x direction as the y 
direction is considered horizontal. This factor of 3 accounts 
for the proportions of the arm, as strokes along the arm 
were observed to be significantly longer than vertical ones. 

PROJECTED OUTPUT 
Most digital projectors emit a rectangular image that ideally 
falls on to a flat, perpendicular surface. However, from the 
perspective of our smartwatch, an arm’s surface is neither 
flat or perpendicular, but rather irregularly curved and near-
ly parallel. This introduces a number of challenges, which 
we address through a combination of hardware design and 
efficient software calibration. Our graphical rectification 
pipeline is lightweight enough to allow application software 
to run at our projector’s native 60 frames per second. 

Hardware Design 
First, the hardware is designed to elevate the projector as 
high as possible without wasting space. To do this, we 
made the projector the top most component in our watch, 
allowing the aperture to lie 13 mm above the surface of the 
skin. At this height, a pixel 150 mm from the projector on 
the arm’s surface is less than 5º from parallel. A shallower 
projection angle results in larger pixels and coarser projec-
tion, as well as increased sensitivity to variations in arm 
angle and geometry. 

To keep the smartwatch thin, the projector is mounted so 
that the shorter 600-pixel axial projection axis extends hori-
zontally across the skin, with the field of view extending 
from 0º horizontal at pixel 600 (parallel to an imaginary flat 
arm) down to 22.5º below the horizontal at pixel 0 (pointing 
down towards the arm). See illustration in Figure 3. This 
results in a gap of approximately 13 cot(22.5º) = 31 mm 
between the projector and the projected image on the arm. 
Here, we note that increasing the field of view of the pro-

Figure 4. Top of screen: raw data from our ten time-of-
flight sensors (red dots), with estimated touch point shown 
in green. Bottom of screen: resulting touch paths. On arm: 
current path is projected for debugging. 



jector will slightly reduce this gap, but will have a signifi-
cant negative impact on the fidelity of the image far from 
the projector (i.e., larger pixels). Thus, increasing the y-axis 
field of view is not necessarily desirable for a projection 
smartwatch.  

World Coordinate Rectification 
Figure 5, top-left, shows the default projection without any 
correction (i.e., projecting as if onto a perpendicular flat 
plane). The first software correction step is to achieve pro-
jection in “world coordinates,” that is, determining the 
mapping between the projector’s image coordinates and 
real-world 3D coordinates. These world coordinates also 
correspond to touch input positions, making this correction 
doubly crucial. As this calibration depends only on the 
hardware alignment between the projector and touch sensor, 
it can in practice be performed “at the factory.” In our sys-
tem, we calibrate by finding the projector pixel coordinates 
corresponding to ten non-coplanar points in the real world, 
and then use a least-squares optimization algorithm to com-
pute the projection matrix which best maps these 3D points 
to the 2D projector coordinates. With this projection matrix, 
we can specify draw coordinates in world coordinates, and 
the resulting projected pixels will appear at those coordi-
nates. Notably, our smartwatch’s GPU performs this correc-
tion with no additional computational load because render-
ing with a projection matrix is already performed by default 
in a 3D context, making this a very efficient calibration.  

Arm Calibration 
On its own, this “world correction” would be sufficient to 
display on a flat shallow-angle surface, such as a table. 
However, the arm is not a flat surface, but rather an irregu-
lar cylinder-like object. The curvature of the arm introduces 
severe distortions relative to a flat surface (Figure 5, bot-
tom-left), and so the next step is to calibrate to the arm. 
This stage depends on the wearer’s arm geometry. When 
this information is not available, a “default” calibration for 
an average arm can be used, which will still be significantly 
superior to no arm calibration at all (Figure 5, bottom-left 
vs. top-right). 

Ideally, arm calibration is performed using a 3D model of a 
user’s arm. However, we created a simple model by inter-
polating between two ellipses representing the user’s wrist 
and forearm cross-sections. We render all application con-

tent to an offscreen texture, then map the texture onto the 
model, effectively performing projection mapping onto the 
arm. This rendering process removes the curvature of the 
arm (Figure 5, top-right). Rendering a textured 3D model is 
quite efficient using our onboard GPU, so this calibration 
step can be performed with minimal overhead. 

Luminance Correction 
Next, we perform luminance correction, as the pixels near 
to the projector are brighter than those farther away (as seen 
in Figure 5, top-right). This is achieved by pre-computing a 
map of the approximate distance from the projector to each 
pixel on the arm. This map is then transformed into a lumi-
nance correction map by using the relation: 

factor = clamp(dist2 / maxdist2, 1/16, 1) 

This configures a correction which scales the luminance by 
the square of the distance, but which is clamped to avoid 
reducing the luminance too much for close pixels; maxdist, 
which we set to 70 mm, configures the furthest distance to 
apply the correction, beyond which pixels are displayed at 
full brightness. Put simply, this correction reduces the 
brightness of the pixels closest to the projector, providing a 
more uniform appearance (Figure 5, bottom-right).  

DYNAMIC PROJECTION-INPUT CALIBRATION 
The prior projection calibration steps were all fixed steps 
that could be performed once per user or device, and then 
saved for future use. However, the precise angle between a 
wearer’s wrist and forearm cannot be calibrated a priori, 
because this angle can differ each time the watch is worn or 
wearer lifts their arm, necessitating some kind of dynamic 
calibration. For example, a difference of just one degree in 
the tilt of the projector can produce significant shifts in the 
projected output – e.g., a pixel that appears 130 mm away 
with the arm at 0º would appear at 110 mm with the arm 
angled just 1º towards the projector. 

To solve this problem, we leverage the familiar swipe to 
unlock gesture often used on smartphones. Upon lifting the 
smartwatch to initiate an interaction, the user is prompted 
with a “swipe to unlock” slider (Figure 1C). The slider be-
gins at a constant axial distance of 70 mm based on the de-
fault arm angle, but may appear in a different place depend-
ing on a user’s true arm angle. When a user “grabs” the 
slider’s handle, the finger’s axial position is recorded, and 
the true arm angle is recovered by comparing the actual 
axial position with the assumed position of the slider and 
applying trigonometry. In a similar fashion, the touch points 
generated by the swipe allow us to dynamically calibrate 
our world coordinate transform. Upon completion of the 
swipe gesture, the recovered calibrations are applied for the 
remainder of that interactive session (i.e., until the user 
stops interacting with the watch). 

Thus, this simple unlock gesture serves three purposes: 1) it 
allows the arm angle to be seamlessly and intuitively cali-
brated without an explicit calibration routine, 2) it provides 
the necessary dynamic calibration for aligning the projector 

Figure 5. Various stages of projection calibration. 



and touch sensor, and 3) it verifies the user’s intent to inter-
act with the system (mitigating e.g. false inputs). 

EVALUATION 
We performed two focused studies to evaluate the perfor-
mance of our system. The first study evaluates input per-
formance, while the second tests projection performance. 

Study 1: Input Performance 
We recruited five participants (one female, two left-handed) 
to evaluate the touch input performance of our system, who 
were compensated $20 USD for the 30-minute study. We 
measured the wrist and forearm circumferences for each 
user, which ranged between 133~168 mm and 197~302 mm 
respectively. Participants wore the watch on the arm oppo-
site their dominant hand in three different projection posi-
tions (tested in random order): bottom of arm, top of arm, 
and top of hand (illustrated in Figure 6). Note that we did 
not test input performance on the palm because the hy-
pothenar and thenar eminences occluded sensing and pro-
jection. Participants sat in a chair and held their arm up as if 
to check the time on a wristwatch.  

For each projection position, users performed a tap task and 
a swipe task. Before the tap task, the experimenter used a 
flexible stencil to draw a 4×10 grid of dots, spaced 10 mm 
apart, extending outwards from the watch. The user was 
instructed to touch their finger to each dot in a sequential 
order. The system ran the tap detector in real-time, record-
ing any tap event received. After each touch, the experi-
menter would click a key to record the trial (even if no 
touch was registered by the system). 

In the swipe task, users performed four different swipe ges-
tures (left, right, up, and down) ten times each in a random 

order. Participants were instructed to perform a swipe direc-
tion, after which the experimenter clicked a key to advance 
to the next trial. The system ran the swipe detector in real-
time, recording each gesture detected.  

In total, we collected 600 touch points (40 dots × 3 projec-
tion locations × 5 participants) and 600 swipe gestures (4 
swipe directions × 10 repeats × 3 projection locations × 5 
participants).  

Touch Accuracy Results 
There were no significant differences in tap accuracy across 
the three projection locations. Over all 600 trials, a tap was 
detected in 596 of them, for an aggregate tap detection ac-
curacy of 99.3%. The mean absolute error over all trials 
was 7.2 mm, with a 95th percentile absolute error of 15 mm. 
The error disproportionately affected points far from the 
sensor array. Figure 6 shows a plot of mean displacement 
from the requested point (black line) and the standard devi-
ation (red ellipse) for each point and projection location.  

Swipe Accuracy Results 
For swipes, the detection accuracy was 100%, with an aver-
age swipe-direction classification accuracy of 96.0%, (de-
tailed breakdown offered in Table 1). The biggest source of 
error was down-swipes being misclassified as up-swipes. 
From observing participants during the study, we suspect 
this is due to users navigating their finger to the start of a 
down-swipe too close to the skin, causing the pre-gesture 
motion to be classified as a swipe itself, leading to an incor-
rect classification. 

 
Table 1. Swipe classification confusion matrix 

Study 2: Projection Performance 
Skin color significantly affects projection visibility due to 
variable absorption of light. In our second study, we wanted 
to evaluate projection performance across skin tones and 
lighting conditions. We recruited five participants, one for 
each skin type from II through VI on the Fitzpatrick scale 
[9], with varying levels of hair (Figure 7). Each participant 
was asked to wear the watch on their right arm for con-
sistency (projecting onto the top of the arm), and then swipe 
the unlock interface to present a rectified 10 mm grid. No-
tably, the arm calibration used for this study was the same 
for all participants, i.e. no per-user arm model was em-

Figure 6. Our three tested projection locations with an il-
lustration of results from the touch study. Red ellipses are 
sized to ±1 standard deviation, black lines represent mean 
displacement across all users.  



ployed. To evaluate the projection quality under different 
lighting conditions, this process was performed once in-
doors under typical office fluorescent lighting, and once 
again outdoors on a sunny day. 

Visibility 
Photos of each participant and condition are shown in Fig-
ure 7. Projections were clearly visible indoors on all skin 
types, and projections were generally visible outdoors (with 
the exception of skin type VI). All projected interfaces were 
hard to see in direct sunlight (also true of phone screens). 

Rectification Accuracy 
To evaluate the accuracy of our rectified graphics, we took 
photographs and post hoc fit lines to the projected grid. We 
first computed the angle of each line relative to the watch, 
comparing it against the intended axes. On average, grid 
lines deviated from the ideal by a mean absolute error of 
10.7º (SD=8.0), with a 95th percentile deviation of 29.0º. 
For axially-aligned grid lines, the mean absolute deviation 
was 3.7º (SD=3.2) with a 95th percentile deviation of 8.4º. 
Several of our grids show a slightly “skewed” projection 
(e.g., Figure 7, III indoors) due to twisting of the watch 
face, resulting in higher error for tangential lines. 

Scale Accuracy 
To assess scale accuracy, we measured the size of each pro-
jected grid square, and compared it with the intended size 
of 10×10 mm. In the axial direction, the mean absolute er-
ror was 22.0% (SD=19.4), with a 95th percentile error of 
57%. In the tangential direction, the mean absolute devia-
tion was 13% (SD=9.4), with a 95th percentile error of 33%.  

INTERACTIONS 
We developed a simple APIs that allows developers to treat 
projected arms as conventional touchscreens. Developers 
author their interfaces using a fixed DPI (2 pixels per mm 
in our current implementation), and the resulting imagery is 
transferred to a texture and rendered onto the arm in a recti-
fied manner. Due to varying arm angles, the available sur-
face area might change from session to session; our API can 
provide the extent of the projected area so that applications 
can adjust their appearance accordingly. Touch and swipe 
events are also provided by the API via callbacks, and ap-
plications can additionally access the raw finger position for 
more advanced sensing purposes. These APIs enable our 
LumiWatch to readily support standard single-finger touch 
interactions on the arm. 

Finger Taps 
Our sensor array has a limited vertical field of view due to 
its orientation, causing it to only register fingers that are 
within ~1 cm of the skin surface. Thus, touching a finger to 
the skin and then lifting it more than ~1 cm off the surface 
is considered a tap-and-release gesture (i.e., a single finger 
tap). For example, a user can use this tap (“click”) gesture 
to select and launch an application from the watch’s home 
screen (Figure 1B).    

Continuous Finger Tracking 
Our sensor array provides continuous tracking of an in-
range finger. Thus, the user can provide continuous posi-
tional input by moving their fingertip across the skin. For 
instance, users could use to draw (Figure 4), perform 
stroked input (e.g. Graffiti [27] or Unistroke Gestures [12] 
for text input), or adjust a continuous variable (e.g., slider 
or knob; Figure 1C). Continuous input also lends itself to 
common, single-touch motion gestures, such as panning a 
map, scrolling a list, or swiping to select/dismiss an item 
(Figure 1D, see also Video Figure).  

DISCUSSION & LIMITATIONS 

Scanned-Laser Projector 
The primary advantage of our scanned laser design, over 
similar small-form-factor designs such as LCoS or DLP, is 
that the light source is fully redirected towards projection. 
In LCoS or DLP systems, a large percentage of the light 
source is redirected or absorbed to produce black or dark 
imagery. By using a scanned laser, we save power and sim-
ultaneously enable brighter images for a fraction of the lu-
mens – our internal tests suggest that our projector is equiv-
alent to about 100 lumens of DLP projection for typical 
content (e.g., videos). Scanned-laser designs are also focus-
free (i.e., in focus at all distances), which simplifies the 
optics, allowing our design to be compact. 

However, a major drawback of scanned lasers is laser safe-
ty. Large projectors do not use scanned lasers because the 
laser power would exceed safe limits in the event of direct 
retinal contact. A commonly cited analysis of picoprojector 
laser safety [4] finds 17 lumens to be the upper bound for 
class 2 safety. However, a later analysis [10] suggests that 

Figure 7. Results from the projection performance study. 
Roman numerals indicate Fitzpatrick skin type. 



existing pulsed-laser analyses are too conservative for 
scanned laser projectors, and proposes that projectors up to 
39 lumens could be safely classed as class 2. The IEC, 
which oversees laser safety standards, has yet to offer guid-
ance specific to scanned laser projectors, and so we use a 
more conservative value of 15 lumens in our prototype. In 
the future, as the laser safety issues are better understood 
and regulated, higher-power designs may appear, which 
will provide better usability in a wider array of conditions.  

Heat Dissipation 
The inherent small size of smartwatches limits their heat 
dissipation capability, which causes our watch to heat up 
considerably during projection. To avoid damaging the 
components, we set a strict 65ºC limit on internal compo-
nent temperatures before shutting down the projector. In 
practice, this limit can be reached within minutes if a full-
brightness white image is displayed continuously.  

Vents and fans are a common solution to this problem, but 
cumbersome in a small and energy-limited form factor. 
There are a few potential strategies to improve heat dissipa-
tion. First, our current design dissipates very little heat at 
the watch-skin interface, as we placed the battery at the 
bottom of the watch body. A future design could incorpo-
rate a metallic case thermally coupled to the logic board and 
projector, which could dissipate some heat to the wearer. A 
second, more radical possibility is to redesign the watch as 
a wristband, with hot components better distributed, and 
also using the watch and straps as heat sinks. This would 
provide a larger surface area for heat dissipation (both to 
skin and air), though it increases manufacturing complexity.  

Irregular Usable Area 
Our projected area has an irregular shape, which makes 
developing applications more challenging than traditional 
rectilinear screens. Moreover, the farthest extent of the pro-
jection has limited resolution and brightness, complicating 
application development further. Currently, the projection 
resolution on the axial axis is around 17 px/mm near the 
wrist (30 mm from the projector), but only around 
1.8 px/mm toward the elbow (130 mm from the projector). 
This loss of resolution implies a corresponding decrease in 
projection brightness. Ideally, when projecting on the arm, 
we would drive the mirrors at variable rates to regularize 
the resolution and brightness across the projection area, a 
challenge we leave to future work. 

On a more minor note, our current design places the projec-
tor towards one corner of the watch for logic board design 
and heat dissipation reasons. This creates a slightly pointed 
projection, as opposed to trapezoidal (as would be seen if 
the projector was centered on the arm). Again, this intro-
duces a layer of complexity that must be dealt with at the 
application layer.  

Projection Angle 
Many of our early designs used a projector that was much 
lower to the arm’s surface (~8 mm), but we found that this 

produced poor results on hairy arms as a large fraction of 
the light was lost before illuminating the skin. Furthermore, 
the hairs themselves become illuminated and interfere with 
content rendered on skin below. This suggests that there is 
an ideal minimum height for the projector (roughly 10-
14 mm), below which projection may simply be impractical 
no matter how good the projection technology is. Addition-
ally, a shallow angle of projection also results in occlusions 
(shadows cast by fingers) whenever a user touches the arm, 
which is unavoidable in this form factor.  

Touch Sensing 
Our current touch sensing approach only provides accurate 
finger position estimates in a rectangle bounded by our 1D 
sensor array’s width. Outside of this region, a finger will 
not be in line with any sensor, and instead lies simply with-
in its cone of sensing. This causes our algorithm to judge 
the finger to be further away than it actually is, reducing 
positional accuracy. One possible solution would be to use 
slightly bowed sensor array, providing not a rectangular 
sensing area, but a cone, better matching the geometry of 
the arm, though this would be harder to fabricate. A second 
issue is that our current approach uses ten discrete time-of-
flight sensors, which are relatively large and expensive 
(compared to other commodity components). Therefore, we 
plan to explore if the number of sensors can be reduced 
with minimal impact to accuracy. 

CONCLUSION 
In this paper, we have presented LumiWatch, a first-of-its-
kind smartwatch with integrated projector and touch sens-
ing in a commercially viable form factor. Developing this 
prototype required solving a number of difficult problems, 
including development of a suitable projector module, shal-
low-angle projection onto curved arms, and accurate 2D 
finger tracking. Through a combination of custom hardware 
and software, our prototype smartwatch provides a large 
touchscreen-like interface directly on a wearer’s arm. Lu-
miWatch presents a novel combination of hardware and 
software capabilities, moving the vision of on-skin interac-
tion significantly closer to reality and illuminating the im-
minent feasibility of projection-enabled wearables. 
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